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The Design and Testing of 3DmoveR: an Experimental Tool 
for Usability Studies of Interactive 3D Maps

Various widely available applications such as Google Earth have made interactive 3D visualizations of spatial data 
popular. While several studies have focused on how users perform when interacting with these with 3D visualizations, it 
has not been common to record their virtual movements in 3D environments or interactions with 3D maps. We therefore 
created and tested a new web-based research tool: a 3D Movement and Interaction Recorder (3DmoveR). Its design 
incorporates findings from the latest 3D visualization research, and is built upon an iterative requirements analysis. It is 
implemented using open web technologies such as PHP, JavaScript, and the X3DOM library. The main goal of the tool 
is to record camera position and orientation during a user’s movement within a virtual 3D scene, together with other as-
pects of their interaction. After building the tool, we performed an experiment to demonstrate its capabilities. This exper-
iment revealed differences between laypersons and experts (cartographers) when working with interactive 3D maps. For 
example, experts achieved higher numbers of correct answers in some tasks, had shorter response times, followed shorter 
virtual trajectories, and moved through the environment more smoothly. Interaction-based clustering as well as other 
ways of visualizing and qualitatively analyzing user interaction were explored.

K E Y W O R D S :  3D maps; 3D cartography; 3D Movement and Interaction Recorder; 3DmoveR; usability; user perfor-
mance; X3DOM; web technologies

I N T R O D U C T I O N
Applications such as Google Earth and Virtual Earth 
have led to greater use of the third dimension in cartogra-
phy and geoinformatics. Despite the wide range of 3D vi-
sualization applications (Biljecki et al. 2015), relatively lit-
tle is known in terms of their theoretical background. As 
noted by Wood et al. (2005)—and we can still agree with 
this statement—we do not know enough about how 3D 
visualizations can be used effectively and appropriately, es-
pecially those that are interactive. While Voženílek (2005) 
mentions that 3D visualization is suitable for presenting 
data to a public with little experience of cartography, we 
do not agree with this statement in the case of interactive 
3D visualization. On the contrary, we anticipate that these 
displays will be used more effectively by experienced users 
(experts in 3D interactive visualizations or virtual reali-
ty), as stated, for example, by Bowman et al. (2005) and 
Burigat and Chittaro (2007).

According to Buchroithner and Knust (2013), two types of 
3D visualization exist: pseudo-3D and real-3D. Pseudo-3D 
visualization is displayed using only monocular depth cues 
on planar media, generally a computer screen. Real-3D 
(true-3D), refers to stereoscopic visualizations, which use 
both binocular and monocular depth cues (Buchroithner 
and Knust 2013; Torres et al. 2013). In this paper, our re-
search examines the more widely disseminated (and less 
expensive) type of visualization, pseudo-3D.

Different definitions of 3D maps exist. Bandrova (2006) 
defines a 3D map as a computer generated, mathematically 
defined, three-dimensional, highly realistic virtual repre-
sentation of the world’s surface, as well as of the objects 
and phenomena in nature and society. Schobesberger and 
Patterson (2007) characterize a 3D map as the depiction 
of terrain with faux three-dimensionality, containing 
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perspective that diminishes the scale of distant areas. 
Haeberling, Bär, and Hurni (2008) describe it as the gen-
eralized representation of a specific area using symboliza-
tion to illustrate physical features. Hajek, Jedlicka, and 
Cada (2016) state that 3D maps are usually understood as 
maps containing Digital Terrain Models, 2D data draped 
onto terrain, 3D models of objects, or 3D symbols.

The main objective of our research was to design, imple-
ment, and pilot test an experimental tool for the usability 
testing of interactive 3D maps, which we called the 3D 
Movement and Interaction Recorder (3DmoveR). Our 
own understanding of the term “3D maps” is that they 
are real-3D or pseudo-3D depictions of the world, includ-
ing its natural or socio-economic objects and phenomena, 

constructed from a mathematical basis: a geographical or 
projected coordinate system with a Z-scale of input data 
and a graphical projection such as a perspective or orthog-
onal projection. For our 3D map to be “interactive,” we 
assume it must allow at least navigational (or viewpoint) 
interactivity (Roth 2012).

We also wanted to conduct an experiment to test Bowman 
et al.’s (2005) claim that advanced users of virtual real-
ity employ more effective interaction strategies than lay-
persons, by making our own comparison between expert 
users of 3D maps and visualizations, and lay users. This 
experiment would also serve as a demonstration of the 
possibilities provided by 3DmoveR, which allows the re-
cording of user interactions in a 3D environment.

A S P E C T S  O F  U S A B I L I T Y
Usability is understood in cartography as a relevant 
criterion for evaluating maps. The term is defined by ISO 
standard 9241-11:1998, as the “extent to which a product 
can be used by specified users to achieve specified goals 
with effectiveness, efficiency and satisfaction in a specified 
context of use” (ISO 1998). Furthermore, ISO standard 
19157:2013 goes on to specifically describe usability for 
the geospatial domain: “Usability is based on user require-
ments. All quality elements may be used to evaluate us-
ability. Usability evaluation may be based on specific user 
requirements that cannot be described using the quality 
elements described above. In this case, the usability ele-
ment shall be used to describe specific quality informa-
tion about a dataset’s suitability for a particular applica-
tion or conformance to a set of requirements” (ISO 2013). 
Usability then is measured as the “degree of adherence of 
a dataset to a specific set of requirements.” The concept of 
usability can be applied in evaluating cartographic visual-
izations. Slocum et al. (2001) describe the importance of 
usability issues in 3D cartographic visualization and fur-
ther emphasize that developing formal methods of usabili-
ty assessment is necessary. MacEachren and Kraak (2001) 
also suggest that specific tools for usability research are 
needed.

According to ISO/IEC 9126-4:2004, usability is specified 
according to three parameters (ISO/IEC 2004):

• Efficiency determines how quickly and easily a user 
navigates to the desired information or how quickly 
they can perform tasks (IEEE 1990).

• Effectiveness quantifies a task’s success; for example, 
users may be able to perform a specific task on a map 
with a 20% error rate (Rubin, Chisnell, and Spool 
2008).

• Satisfaction expresses the user’s feelings about using 
the subject, or suggests how pleasant it is to use the 
tested design. This evaluation, however, is very diffi-
cult due to its subjective character (Rubin, Chisnell, 
and Spool 2008).

USABILITY EVALUATION METHODS

Many approaches to evaluating cartographic products 
exist. It is possible to use a variety of evaluation methods 
to derive qualitative and quantitative characteristics of 
the tested product (including 3D maps). Authors such as 
van Elzakker (2004), Li, Çöltekin, and Kraak (2010), and 
Rother (2014) provide an overview of usability methods. 
These are: questionnaire; interview; direct observation; 
think-aloud protocol; focus-group study, screen capture or 
screen logging; and eye-tracking.

Generally, these research methods all involve users solv-
ing practical tasks with the product being evaluated, while 
speed, correctness of results, and accuracy of responses 
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are also being monitored. These methods are not used 
individually, but usually combined to cover the needs of 
the specific study. This approach is called mixed research 
design, which was introduced into several disciplines by 
Cameron (2009), and into cartography by Bleisch (2011) 
and van Elzakker and Griffin (2013).

3D MAP USABILITY RESEARCH

MacEachren (1995) outlined the need for research on the 
usability of 3D maps. In most such studies, only static maps 
have been analyzed (e.g., Kraak 1988; Savage, Weibe, and 
Devine 2004; Ware and Plumlee 2005; Schobesberger and 
Patterson 2007; Popelka and Brychtova 2013; Prepernau 
and Jenny 2015; or Rautenbach, Coetzee, and Çöltekin 
2016), or animations of flights over 3D maps (e.g., Torrens 
et al. 2013).

Few experiments that examined an interactive 3D virtu-
al environment have been published. Herbert and Chen 
(2014) compared static 3D visualizations to interactive 
ones but did not study the interaction. Bleisch, Dykes, and 
Nebiker (2008) assessed the differences between reading 
2D bar charts and reading those placed in a 3D environ-
ment. Speed and correctness were measured, but infor-
mation about movement within the 3D environment was 
neither recorded nor evaluated, even though a 3D inter-
active environment was enabled. In this case, screen log-
ging would have made it possible to determine whether 
participants used the interactive capabilities of 3D stimuli. 
Wilkening and Fabrikant (2013) studied user interaction 
with Google Earth. Observation and manual recording of 
the movement types (zooming, panning, tilting, and ro-
tating) were used to collect these data. However, it would 
be possible to analyze the interaction of users in more de-
tail and more automatically with screen logging or virtual 
movement recording.

Abend et al. (2012) have also contributed to the analysis of 
interactive movement in 3D environments; they processed 
videos captured while a user worked with Google Earth. 
However, the examination of videos is more demanding 
than evaluating screen-logging data, which can be an-
alyzed automatically and objectively. Špriňarová et al. 
(2015) described a mainly qualitative (and to some extent 
subjective) approach in which participants were observed 
using similar movement strategies and sequences in a 3D 
virtual environment, including a terrain model. McKenzie 
and Klippel (2016) dealt with the problem of wayfinding 

in a virtual environment and analyzed, inter alia, move-
ment speed. As part of their study, Juřík et al. (2017) re-
corded and analyzed individual movement types as users 
interacted with a 3D spatial data visualization across four 
interactive tasks.

Before we can easily apply, in cartographic research, the 
approaches and methods used in 3D User Interface (UI) 
research (for an introduction, see Bowman et al. 2005), 
there is need for tools that will enable, for example:

• detailed user logging (Ritchie et al. 2008; Sung et al. 
2009);

• virtual movement capture to be used for comparing 
different UIs (Zanbaka et al. 2005);

• virtual trajectory (user path) analysis (Cirio et al. 
2013);

• recording of mobile device movement and analysis of 
resulting trajectories (Büschel et al. 2017) and analy-
sis of 3D rotation (Bade, Ritter and Preim 2005);

• calculating density of presence in a virtual environ-
ment (Chittaro and Ieronutti 2004); and

• combining different virtual movement visualization 
methods (Chittaro, Ranon and Ieronutti 2006).

Few of the above-mentioned methods have been used and 
implemented in cartography, except by Treves, Viterbo, 
and Haklay (2015), who tracked and analyzed the move-
ment of their participants using virtual trajectories.

As previously mentioned, most of the usability studies in 
cartography dealt only with static 3D maps (perspective 
views) as stimuli. If interactive movement in 3D space was 
possible, it was neither monitored nor analyzed in detail. 
Wilkening and Fabrikant (2013), Treves, Viterbo and 
Haklay (2015), McKenzie and Klippel (2016), and Juřík 
et al. (2017) are the only exceptions, and the approach-
es and methods they each used for 3D UI evaluation, es-
pecially the screen logging method, have been sources of 
inspiration for our tool. At the same time, we wanted to 
improve upon these approaches (eliminate manual records, 
support different variants of 3D maps) and combine them 
to allow comprehensive analysis of user interactions. These 
were our reasons for designing and implementing a new 
testing tool: to allow speed, the accuracy of responses, and 
the subjective opinions of participants to be recorded in a 
mixed research design.
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D E V E LO PM E N T  O F  3 D M OV E R

REQUIREMENTS ANALYSIS

As the first step in creating our 3D visualization testing 
tool, we conducted a requirements analysis in order to 
determine the features or functions that potential users 
would find necessary. We focused on two groups when 
determining user expectations for the tool: (1) researchers 
who would use it to create and analyze tests, and (2) par-
ticipants in those researchers’ tests. However, for the for-
mal requirements analysis, only the researchers were taken 
into account. Feedback was received from test participants 
later, in the evaluation phase (see Appendix 1 and the 
“Evaluating and Testing” section, below).

Our requirements analysis fol lowed the ISO/IEC 
25010:2011 standard (ISO/IEC (2011). An overview 
of identified requirements is shown in Figure 1, while a 
detailed description follows in the next section. These re-
quirements could also be used to implement testing tools 
based on different technologies (programming languag-
es, etc.). We identified both functional and non-functional 
requirements (see Figure 1). Functional requirements in-
volve the inputs, behaviors, and outputs that the user ex-
pects from a system; these were defined based on the liter-
ature review outlined in the previous section. For example, 

Figure 1. Package diagram of identified functional and non-functional requirements defined according to ISO/IEC (2011).
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it was important for researchers (i.e., test creators) to be 
able to record all characteristics they might choose to 
study, and to modify all the examined variables.

Non-functional requirements specify how the system 
works, typically including its properties or a condition 
restricting its operation, such as training needs, costs, or 
documentation. Lack of success, or bugs in the testing ap-
plication, may discourage participants from engaging with 
the test. This is why it is also important for the software to 
meet non-functional requirements.

FUNCTIONAL AND NON-FUNCTIONAL 
REQUIREMENTS

We categorized the functional requirements of the 3D test-
ing tool into four packages: (A) displaying 3D data and in-
teraction, (B) displaying the questionnaire and instructions, 
(C) user data capture, and (D) extending functions.

Functional Requirements

Package A includes requirements related to interactive 3D 
visualization. These functions are needed to enable a wide 
range of 3D maps and their individual parts to be tested. 
As a result, individual controls can be evaluated, different 
modes of movement compared, or the suitability of sym-
bols used in a 3D map assessed.

A.1. The testing tool should be able to display various 
types of 3D scenes or models. Preferably, it will 
handle 3D models of terrain (see, for example, 
Savage, Weibe, and Devine 2004; Popelka 
and Brychtova 2013; Wilkening and Fabrikant 
2013), buildings (Rautenbach, Coetzee, and 
Çöltekin 2016; McKenzie and Klippel 2016), 
and abstract objects such as bar charts, etc. 
(Kraak 1988; Bleisch, Dykes, and Nebiker 
2008).

A.2. Different types of interactive movement should 
be possible. Movement permits a fundamentally 
different affordance than static perspective views 
of 3D data. It is also one means of dealing with 
3D object occlusion. 3D GIS applications often 
support several types of movement. We can 
distinguish between 3D movement modes (fly, 
walk, examine) and concrete types of movement 
(pan, zoom, rotation), which just consist of the 

movement mode “examine.” In general, the 
maximum number of these modes should be 
available in the tool, since the aim of research 
may be, for example, to determine user prefer-
ence for different movement types. Specifically, 
at least the above-mentioned types of move-
ment should be supported, because they are the 
most common in 3D scenes (Ware and Plumlee 
2005).

A.3. Non-interactive navigation is also foreseen as a 
very important functional requirement. Perhaps 
the most common and useful is a “reset position” 
function, but non-interactive movement can also 
mean switching between predefined views (see 
Ware and Plumlee 2005; Shepherd 2008). A 
flyby through a 3D scene with a predefined path 
may also be considered to be a form of non-in-
teractive movement. The efficiency of flybys 
(used, for example, by Torres et al. 2013) may 
then be compared to the efficiency of using fully 
interactive navigation.

Package B includes requirements aimed at displaying in-
structions and storing user responses and/or opinions.

B.1. A questionnaire interface is required, since the 
testing tool should combine practical tasks 
(finding solutions to assigned tasks) along with 
the collecting of subjective responses. A ques-
tionnaire may be placed before or after a 3D 
scene. A questionnaire placed before a scene 
will likely focus on basic demographic data and 
previous user experience. A questionnaire can 
also come after a user solves a task, asking them, 
for example, to evaluate it, or recall what they 
remember about the 3D scene. Questionnaires 
have been used by Schmidt and Delazari (2011), 
Schobesberger and Patterson (2007), and 
Preppernau and Jenny (2015), among others.

B.2. A space to display instructions for each task 
should be available. A 3D scene may precede 
instructions or be displayed simultaneously with 
the task. Instructions may take the form of text 
or contain pictures.

B.3. An interface to input responses during tasks is 
necessary. This interface may include the option 
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to select one or more correct answers, free-write 
responses to open-ended questions, or select 
features directly from a 3D scene. Participant 
responses (effectiveness) were monitored by 
Savage, Weibe, and Devine (2004), Wilkening 
and Fabrikant (2013), and Preppernau and Jenny 
(2015).

B.4. Conditional navigation may be required for 
training tasks that need instructions displayed 
gradually. If a user learns the movement “ro-
tation,” for example, instructions on how to 
perform this type of movement are shown for 
a period of time up to when the movement is 
executed (which is predefined). Afterwards, 
another instruction may be displayed or the user 
can advance to the next topic.

Package C includes requirements aimed at obtaining ob-
jective information related to a user’s performance. All 
these types of records should be interconnected to allow 
the exploration of relationships. For instance, the connec-
tion between previous user experience and speed and ac-
curacy of answers may be then analyzed. The same applies, 
for example, to reconstructing the sequence of movements 
a user followed to fulfill the task.

C.1. Capturing time data provides indicators relat-
ed to speed in solving a task. This requirement 
is key for describing efficiency. The simplest 
method is to record the time each user needs to 
perform a given task. Efficiency was monitored, 
for example, by Preppernau and Jenny (2015), 
McKenzie and Klippel (2016), and Juřík et al. 
(2017).

C.2. Capturing responses related to a 3D scene is crucial 
for characterizing effectiveness. It should be 
possible to record responses (both correct and 
incorrect) in the form of selecting one correct 
option, multiple correct options, or responses 
as free text. User responses were captured and 
then analyzed, for example, by Savage, Weibe, 
and Devine (2004), Wilkening and Fabrikant 
(2013), and Preppernau and Jenny (2015).

C.3. Interaction with virtual environments, especial-
ly movement in 3D space, should be captured 
independently of recording responses and the 

time needed to solve tasks. Each movement is 
composed of a change in virtual camera position 
and orientation. Each change of coordinates 
should be stored. This method is used quite 
often in 3D UI research (Chittaro and Ieronutti 
2004; Bowman et al. 2005; Zanbaka et al. 
2005; Chittaro, Ranon, and Ieronutti 2006). It 
is possible to reconstruct and/or analyze user 
movement in a 3D virtual environment when 
coordinates are captured together with a time-
stamp (e.g., Cirio et al. 2013). Positions in 3D 
space may be expressed in various ways within 
the geospatial domain. Typically, Cartesian 
coordinates (X, Y, Z) or geographical coordi-
nates (longitude, latitude, and altitude above the 
reference surface) are used (Treves, Viterbo, and 
Haklay 2015). An expression of virtual camera 
orientation, though, is more complicated. Some 
applications (e.g., Google Earth) use heading, 
tilt, and roll, which are the values of rotation 
around individual axes. Another approach is 
used in the X3D and VRML (Virtual Reality 
Modelling Language) formats, where three 
numbers specify the rotational axis and one 
value gives the angle of rotation around it. A 
rotation matrix (usually 3×3) can also be used. 
Preferably, the tool will record coordinates in a 
common, machine-readable format (e.g., CSV, 
JSON, or XML).

C.4. Information about the movement type (zoom, 
walk, rotate, etc.) should be captured in a form 
that can be stored and then processed. All infor-
mation about the use of non-interactive func-
tions must also be stored. These data are neces-
sary for determining how long users spend on 
each movement type or studying movement type 
sequences during navigation in 3D space. As 
noted by Wilkening and Fabrikant (2013) and 
Juřík et al. (2017), it is a very important aspect 
of research in 3D interactive visualization.

C.5. Questionnaire responses must be captured in order 
to assess effectiveness, users’ descriptions of 
previous experience, their satisfaction with the 
tool, and their ability to learn. Questionnaire 
responses were captured and then analyzed by 
Savage, Weibe, and Devine (2004), Wilkening 
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and Fabrikant (2013), and Preppernau and Jenny 
(2015).

C.6. Capturing the use of mouse buttons and function-
al keys allows a more detailed analysis of user 
interaction. It is especially important when one 
type of movement can be performed in several 
ways (e.g., in Google Earth, a user can either 
zoom with the mouse wheel, or by clicking and 
dragging with the right mouse button). This re-
quirement is derived from detailed user logging, 
a common 3D UI research method (e.g., Ritchie 
et al. 2008; Sung et al. 2009).

C.7. Capturing screen settings (color mode, resolution) 
and Web browser information (type and ver-
sion) allows user settings and conditions to be 
monitored.

Two possible and extended functionality requirements 
have been identified, as defined below.

D.1. Additional tools to display position and orien-
tation are often used in virtual environments. 
These include overview maps or a north arrow. 
Shepherd (2008) presents the benefits of these 
navigational aids, Schmidt and Delazari (2011) 
provide a comprehensive overview of them, and 
Burigat and Chittaro (2007) tested some of 
them. The effectiveness of these tools may also 
be examined in the future.

D.2. The system should be able to screen capture at a 
specific time to log virtual camera position and 
orientation, for example, when a user enters a 
response. This capture may serve as a basis for 
further qualitative user strategy evaluation. An 
expanded variation is dynamic screen capture 
(video recording), which permits indirect obser-
vation. This method was used, for example, by 
Abend et al. (2012).

Non-functional Requirements

Non-functional requirements of the 3D testing tool have 
been categorized into four packages: (I) usability require-
ments, (II) technical requirements, (III) efficiency require-
ments, and (IV) development requirements.

Since the proposed application is designed for usability 
testing, it should itself be usable, as defined in Package I.

I.1. The application should be user friendly, a partic-
ularly critical consideration when the application 
is designated for usability testing. Performing a 
task should be simple and intuitive. All im-
portant parts of the application must be easy to 
access, especially virtual environment operation 
and navigation tools, as well as the elements 
needed to input responses. Well-known graph-
ical control elements (widgets) should be used 
in the graphical user interface of the application 
(buttons, radio buttons, check boxes, or text 
boxes). User training time should be as brief 
as possible. A user should be able to work with 
the application immediately after reading brief 
instructions and initial explanations. Exporting 
and subsequently processing the recorded data 
should be as simple and user friendly as possible.

Package II contains requirements for the software’s ability 
to be used on different platforms, and attributes that affect 
how much effort is needed to make specific modifications.

II.1. Employing web technologies guarantees maxi-
mum accessibility. 3D graphics rendering should 
be considered, as emphasized by Behr et al. 
(2009). The web application should work inde-
pendently of the display device or its settings. 
This applies especially to the different behav-
iors of various web browsers (such as Internet 
Explorer, Mozilla Firefox, Google Chrome, 
Opera, and Safari), which often in practice do 
not display the same content in the same way. 
Preferably, the 3D application will display its 
contents correctly and consistently to a maxi-
mum number of users. An installation process 
should not be needed.

II.2. It is necessary to concentrate on syntactic 
interoperability during the application design 
phase. Interoperability, according to IEEE 
610:1990, is the ability of different systems to 
work together to provide services and achieve 
synergies (IEEE 1990). For that reason, stan-
dards for technological development and data 
handling should be used, especially those related 
to 3D format support (e.g., X3D) and those that 
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are relevant to the web environment (HTML 
and CSS).

II.3. The application should demonstrate scalability, 
for situations in which researchers demand im-
provement in non-functional requirements (e.g., 
speeding up responses or increasing capacity).

II.4. The application should be also feature exten-
sibility, allowing researchers or developers to 
include new features or modify existing ones. 
Extensibility also allows the definition of addi-
tional functional requirements.

Package III is composed of a set of attributes affecting the 
relationship between the application’s performance and 
the resources it uses, under the stated conditions.

III.1. Performance (speed of responses) states how fast 
the application can complete a request delivered 
to it. An efficient response time should guar-
antee at least a 1 Mbps data transfer rate when 
loading a new 3D scene. We expect 3D model 
visualizations in sizes up to 15 MB, so expect-
ed performance is within 15 seconds. Loading 
new data and continuous rendering of a 3D 
scene (i.e., during virtual movement) should 
also be fast enough. For that reason, technol-
ogies with hardware-accelerated rendering are 
preferred.

III.2. Capacity is defined as the limit to the num-
ber of simultaneous service requests provided 
with guaranteed performance. The application 
should be capable of processing 20 simultane-
ous requests per second.

III.3. Availability means the probability of the ap-
plication being available. The probability of a 
catalogue service being available should be 90% 
across its lifetime. To lessen downtime of the 
system due to updates and patches, it is there-
fore preferable that data forming the 3D scene 
be separate from other system components, 
such as those that offer movement controls or 
recording camera positions.

Several requirements related to the testing tool devel-
opment process are also identified and summarized in 

package IV. When creating any application, reducing costs 
associated with development and deployment is usually 
important.

IV.1. Costs may be divided into software cost, spatial 
data cost, and personal cost (both a person’s 
time and their hourly pay). In terms of web 
applications, a wide range of software libraries 
is freely available, allowing costs to be reduced. 
The testing tool should rely on open source 
technologies. The final application will be re-
leased under a BSD license.

IV.2. Another situation exists for input data cost for 
the data that form the 3D model. Some 3D 
spatial data are available as free or open data, 
and fictitious data can be employed for some 
tasks, but a considerable amount of data have an 
associated cost. The test creator and the nature 
of proposed tasks determine which spatial data 
may be included as stimuli. Non-commercial 
data are expected to be used.

IV.3. Another component of cost is the labor intensity 
associated with developing the application. This 
depends on both the condition of processed data 
(the number of necessary adjustments that must 
be made to it) and the condition of software 
tools (the extent to which it is necessary to 
modify or expand them). The testing tool will 
be developed on a non-commercial basis as part 
of a Ph.D. thesis.

IV.4. Documentation is foreseen as a non-functional 
requirement important for the re-use of the 
testing tool. Test creators will require a tutorial 
that instructs them on how new experiments 
are designed. Clear and brief descriptions of 
controls and functionality will also be includ-
ed in each test, so there is some assistance for 
participants.

DESIGN AND IMPLEMENTATION

We designed the experimental application 3DmoveR 
according to our requirements analysis. Our process 
was patterned after the “spiral model” (Boehm 1988), a 
risk-driven model for software projects. Based on a proj-
ect’s risk patterns, the spiral model suggests a blend of 
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process models for its design, such as incremental, water-
fall, or evolutionary prototyping. In our own case, we de-
cided to create the software in two iterations. In the first, 
we designed and implemented an initial prototype, which 
was then pilot tested. After improving the prototype based 
on the pilot test, we created a second version for use in 
another round of pilot testing. This version of the tool was 
subsequently used in the main experiment.

Open web technologies were chosen to implement 
3DmoveR, which comprises a client and a server side (see 
Figure 2). The client side is built with HTML, JavaScript 
(JS), jQuery, and X3DOM (a JS library for rendering 3D 
graphics in web browsers). The data recorded on the client 
side are posted to the server, where they are stored as CSV 
files generated by PHP scripts.

Wide support for the X3DOM data format in web brows-
ers was the main reason for its use in 3DmoveR’s develop-
ment. X3DOM also benefits from the ready availability 
of software for creating 3D input data, documentation, 
and relevant examples. The X3DOM format uses the 
X3D data structure, is built on HTML5, JavaScript, and 
WebGL, and is free of charge for both non-commercial 
and commercial use (Behr et al. 2009). Common JS events 
are supported, e.g. for detecting user interaction or mea-
suring time. 3D data can be stored in an HTML file or 
external files. Other aspects and capabilities of X3DOM 
are generally described by Behr et al. (2009), Herman 
and Řeznik (2015), and on the web (www.x3dom.org). 
Herman and Russnák (2016) examine X3DOM utiliza-
tion in the cartographic and GIS domains.

EVALUATION AND TESTING

We evaluated 3DmoveR through two pilot tests, technical 
testing, and interviews with experts. Detailed descriptions 
of the designs, tasks, stimuli, and participants for both 
pilot tests as well as the resulting software design im-
provements can be found in Appendix 1. The results of the 
technical testing with different 3D models are presented 
in Appendix 2. Here, we summarize the results of these 
tests, compare them with the defined requirements, and 
also list the results of consultations with experts.

The 3DmoveR application was able to implement the 
functional requirements laid out in Figure 1. Terrain data 
and abstract symbols were used as stimuli in both pilot 
tests, while 3D city models and 3D models of building in-
teriors were also tested elsewhere (A.1). Interactive move-
ment was successfully implemented in the tool (A.2). Most 
movement actions driven by a user can be distinguished. 
Various 3D libraries with different controls can also be 
used to render 3D models (e.g., Cesium, WebGLEarth, 
Three.js). The proposed tools only support interaction 
via a mouse or keyboard and depiction of a 3D scene on 
standard (2D) screens, which may be seen as a limita-
tion. Non-interactive movement (A.3) was not used in the 
pilot tests, but its implementation and possible application 
in visualizing 3D spatial data is described in our earlier 
publication (Herman and Řeznik 2015). Displaying ques-
tionnaires (B.1), instructions (B.2), and interfaces to input 
responses (B.3) presented no complications. All pilot test 
participants mastered the training task, and therefore 
we assumed that they understood conditional navigation 
(B.4). Recording time, type of action, and all responses 

Figure 2. The general architecture of the 3DmoveR application, and the main technologies and formats on the client and server sides.

http://www.x3dom.org
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and configurations functioned correctly (C.1–7). All fig-
ures and visualizations reported in section 5 were calcu-
lated and constructed from these data. Two possible and 
extended functionalities were identified in the require-
ments analysis. The role of displaying position and virtual 
camera orientation in the 3D scene (D.1) were described 
by Schmidt and Delazari (2011) and Herman and Řeznik 
(2015). Capturing screenshots (D.2) is also possible with 
the X3DOM library.

In term of non-functional requirements, the results of our 
pilot tests (Appendix 1) showed that the application can 
be considered user friendly (I.1). Users did not report any 
major problems when using the tool. Although full func-
tionality is only available in Google Chrome, we consid-
ered the testing tool to be sufficient in terms of the acces-
sibility (II.1). Ongoing work will aim to support other web 
browsers. The testing tool was also verified as customiz-
able: each component of the X3D family standards can be 
used to expand or modify it (II.2–4). Appendix 2 shows 
different types of 3D data that can be tested in this tool. 
We also verified that the application’s performance (III.1) 
and capacity (III.2) met the non-functional requirements 
(results are also presented in Appendix 2). In terms of 
availability (III.3), no problems were identified, as the ap-
plication is not intended for high availability (e.g., hun-
dreds of concurrent users).

Our work aimed to minimize operating costs (IV.1–3). The 
X3DOM library that was used to implement 3DmoveR is 

open source, and freely available data were used to create 
stimuli. While we used a commercial program (ArcScene) 
to prepare input data, freeware or open-source tools could 
have done the same task. Our previous study (Herman 
and Russnák 2016) used, for example, Trimble SketchUp. 
While experiments employing the current form of the 
testing tool require JS knowledge, a graphical interface to 
manage tests is envisaged for the future. This would allow 
administration in a graphical environment instead of via 
programming code.

Feedback on the first version of the application that we 
developed was also obtained from experts in various sci-
entific fields: cartography, geography, informatics, and 
psychology. We asked these experts (assistant professors) 
to use the application and accomplish a set of tasks; then, 
we collected their subjective evaluations and implement-
ed their suggestions. For example, the cartographic design 
of the 3D visualizations was evaluated by senior cartog-
raphers from Masaryk University and Palacký University, 
in the Czech Republic. The software architecture and 
design were discussed with experts from the Faculty of 
Informatics at Masaryk University to improve the per-
formance of the application and the data captured during 
the experiments. The Centre for Experimental Psychology 
and Cognitive Sciences at Masaryk University evaluated 
the resulting measures and visualizations and were satis-
fied with their detail.

U S E R  S T U DY  W I T H  3 D M OV E R
In the main study, we wanted to compare the differ-
ences in performance and strategies of two user groups: 
3D map and visualization experts, and non-expert layper-
sons (the general public). Our research question was: “Are 
expert users able to solve the given tasks more quickly, 
with greater accuracy in their responses, and using a more 
effective strategy, as predicted by Bowman et al. (2005)?”

Forty participants took part in the test. Half of the partic-
ipants (20) were experts: cartography graduates who had 
obtained at least a bachelor’s degree (average age 25 years; 
4 females and 16 males). The other half of the participants, 
from the general public (laypersons), were ten psychology 
undergraduate students and ten final-year high school stu-
dents (average age 19 years; 14 females and 6 males).

The test battery comprised an introductory questionnaire 
covering demographics and previous 3D visualization ex-
perience, a training task (participants had to try out all 
three possible types of motion, described below, other-
wise they could not continue), and four test tasks with 3D 
maps. These tasks were selected to reflect basic cognitive 
processes (see Anderson, Krathwohl, and Bloom 2001). In 
two of the test tasks, users were presented with four ob-
jects and asked to identify which one was located at the 
highest altitude (Tasks 1 and 2); only one answer could be 
chosen from among the four options (objects A–D). Two 
other tasks were focused on the identification of visible ob-
jects from the top of a mountain (Tasks 3 and 4). These 
tasks also offered four options, but any number of them 
could be selected. Each task began with an instruction 
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page, followed by a page with the 3D scene and an inter-
face for user responses. At the end of the whole testing 
battery there were concluding questions, in which users 
offered a Likert-scale subjective evaluation of how difficult 
they perceived the tasks to have been.

All participants were informed that correct answers were 
more important than speed, and that their performance 
time would be recorded. Google Chrome was used for the 
experiment, as this web browser could be set to full screen 
mode before it began. Equivalent experimental conditions 
existed for all participants, including all environmental 

aspects. Participants were rewarded with small gifts at the 
end of testing.

Digital terrain models from the SRTM (Shuttle Radar 
Topography Mission) formed the principal stimuli in the 
main experiment. They were processed in ArcGIS 10.2. 
The terrain models were visualized in ArcScene with a 
green-to-brown hypsometric color scheme and a verti-
cal scale (Z factor) set to two times larger than the ac-
tual altitudes. The results were exported from ArcScene 
as VRML (Virtual Reality Modeling Language) files and 
converted into X3D format using freely available software 
called View3dScene.

A type of virtual movement called “turntable” in X3DOM 
was chosen for this experiment, and was also used in both 
pilot tests. “Turntable” is a specific variant of a more wide-
ly used movement mode called “examine.” Both “exam-
ine” and “turntable” are composed of three specific types 
of movement: pan (performed by the middle mouse but-
ton), zoom (right mouse button or mouse wheel), and ro-
tate (left mouse button). Zoom moves the scene nearer or 
farther, pan drags the scene side to side, and rotate turns 
the scene around the center of rotation. As compared to 
“examine,” “turntable” does not allow the longitudinal axis 
of the virtual camera to be rotated.

R ES U LT S
Interaction and virtual movement data were col-
lected using 3DmoveR, and then analyzed and visualized. 
The differences in correct responses (effectiveness) were 
relatively small between the two user groups we compared. 
This is likely due to the tasks being relatively simple. Only 
one participant, a layperson, responded incorrectly in the 
first task (select the object at the highest altitude); thus, 
correctness was 95% for laypersons. All participants solved 
the second (select the object at the highest altitude) and 
fourth (determination of object visibility) tasks correctly. 
The greatest difference in effectiveness was recorded in 
the third task (determination of object visibility). All ex-
perts and 15 laypersons (75%) solved the third task with-
out error. However, differences were recorded in the re-
sponse times (efficiency) and other indicators, as seen in 
Appendix 3.

INTERACTION AND VIRTUAL MOVEMENT DATA

The descriptive statistics presented in Appendix 3 were 
used to compare response times, virtual movements, and 
interaction strategies between two user groups (experts and 
laypersons). Similar approaches have been used or recom-
mended by Bade, Ritter, and Preim (2005); Zanbaka et al., 
(2005); Wilkening and Fabrikant (2013); and McKenzie 
and Klippel (2016). Measures were calculated from each 
user’s virtual trajectory (length, average speed) and virtual 
camera positions (average height, rotation characteristics), 
or determined from the duration of individual movement 
types. We also recorded the moments when interactions 
were interrupted (delays). Delays longer than one second 
normally occur at the beginning of a task and just before 
responding. Shorter delays represent partial interruptions 

Video 1. Click to see a demonstration of 3DmoveR.

https://youtu.be/J8gzpe1d8Gc
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in movements; we assessed movement without interrup-
tion as being smoother.

These measures allow statistical testing and comparison 
of different aspects of user interaction between groups; 
Appendix 3 contains the results. The Mann-Whitney test 
was used for this purpose, because most of the measures 
do not have normal distributions. Where the differences 
in the figures were significant, experts were more effective 
(shorter response times, shorter trajectories, fewer delays), 
which corresponds to our hypothesis that experts are more 
skilled in handling interactive 3D maps. However, trajec-
tory lengths and the number of delays are usually closely 
related to response time.

The 3DmoveR tool allows the easy capture of all of the 
above-mentioned measures. Future researchers can design 
experiments that compare the performance of individual 
users and user groups, in order to determine how different 
3D visualizations, visualization settings, and other vari-
ables affect user interactions.

VISUALIZATION OF INTERACTIONS AND 
VIRTUAL MOVEMENTS

Task 3 (determination of object visibility) was chosen for 
a detailed comparison of the strategies of the two groups, 

as laypersons had the lowest level of correctness, and there 
were other statistically significant differences between 
groups.

The spatial component of virtual movements in the two 
user groups can be illustrated by either visualizing trajec-
tories or using the Gridded AOI (Area of Interest) meth-
od. Visualizing trajectories provided only limited results, 
so we employed the Gridded AOI method. Gridded AOIs 
were created as cubes (3D Gridded AOI) using a mini-
mum bounding box. In each, the number of virtual cam-
era positions was determined and therefore the density of 
occurrence in that AOI. Interactive visualizations of 3D 
Gridded AOIs for experts and laypersons are available at: 
olli.wz.cz/webtest/3dmover/visualizations_cp.

In addition to the spatial component of user interactions, 
the temporal component can also be studied. The sequenc-
es of each type of movement (rotation, pan, zoom) can be 
compared. This can be done visually with a sequence chart 
(Figure 3), but comparison is highly subjective and can 
be challenging (e.g., in case of large numbers of partici-
pants, or with complicated sets of interactions). However, 
we can identify groups of similarly interacting partici-
pants: for example, those who prefer rotation (participants 
E05, E07, E09, L06, and L08) or participants who use 
all the movement types and take a long time to solve the 

Figure 3. Sequence chart of user interactions. An online version of the sequence chart with sample data is available at: olli.wz.cz/
webtest/3dmover/visualizations_cp.

http://olli.wz.cz/webtest/3dmover/visualizations_cp/index.html
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task (participants E04, E19, and L17). There are no clear 
differences between expert and layperson groups visible in 
Figure 3.

A more objective way of comparing user interaction se-
quences is based on the Levenshtein Distance method, 
which can be calculated with a freely available software 
tool called Scangraph (eyetracking.upol.cz/scangraph). 
ScanGraph’s output is a matrix of similarities and a graph 
in which groups of similar sequences are displayed as 
cliques (Figure 4). For more detailed information about 
ScanGraph, see Dolezalova and Popelka (2016).

ScanGraph helped to identify the differences between lay-
persons and experts more quantitatively, but at the same 

time it created mainly smaller cliques of similar partici-
pants (usually with two to five members). Figure 4 shows 
the 31 calculated cliques; 14 of them are uniform, contain-
ing only experts or only laypersons. The various cliques 
form three larger groups, one with only laypersons, anoth-
er with only experts, and the third with equal numbers of 
both participant groups. Two smaller cliques and solitary 
sequences of participants “E02” and “L02” can also be 
identified. Participant “L02” solved the problem without 
any interactions and responded incorrectly (answers A, C, 
and D).

Besides analyzing groups, we can also go into more detail 
and study the spatial aspects of user interactions performed 
by individual participants. We can, for instance, visualize 

Figure 4. ScanGraph output of user interaction sequences (L – layperson, E – expert). An interactive version is available at: eyetracking.
upol.cz/scangraph/?source=4895429895b2a523e832e67.45570456.

http://eyetracking.upol.cz/scangraph
http://eyetracking.upol.cz/scangraph/?source=4895429895b2a523e832e67.45570456
http://eyetracking.upol.cz/scangraph/?source=4895429895b2a523e832e67.45570456
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individual trajectories, highlighting virtual camera ori-
entation, delays at individual virtual camera positions, or 
both types of information together. In Figure 5, the sym-
bols for virtual camera positions are colored according to 
the movement type used (rotation/pan/zoom), which we 
can see greatly affects the shape of the virtual trajectory.

The virtual camera’s position and orientation at important 
moments, such as when answering questions, can be also 
extracted from the records and screenshots can be recon-
structed for examination by researchers. One further way 

of studying user strategy is to play back the movements 
of individual participants as animations (screen video). A 
tool to do this, along with sample data, is available at: olli.
wz.cz/webtest/3dmover/visualizations_cp. Screenshots 
and screen videos are suitable for qualitative evaluation of 
participants’ interactions and their strategies.

We can achieve a deeper understanding of user interactions 
with 3D visualizations by using a combination of analysis 
methods, some better suited to the scientific comparison 
of user groups (Gridded AOI and density calculation, 

Figure 5. Comparison of the virtual trajectories of participant “E05” and participant “L04”. The sizes of the spheres represents delays at 
individual virtual camera positions. An online version of these visualizations is available at: olli.wz.cz/webtest/3dmover/visualizations_cp.

http://olli.wz.cz/webtest/3dmover/visualizations_cp/index.html
http://olli.wz.cz/webtest/3dmover/visualizations_cp/index.html
http://olli.wz.cz/webtest/3dmover/visualizations_cp/index.html
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ScanGraph), and others more suitable for a detailed ex-
amination of individual user interactions (sequence charts, 
visualization of trajectories, screenshots, or screen videos).

D I S C U S S I O N
The experiment demonstrated the unique advan-
tages of 3DmoveR for cartographic research, which al-
lowed the easy recording of data that enabled us to make 
comparisons between the two user groups (experts vs. 
laypersons) and between individual participants. The re-
sults supported our hypothesis that experts would achieve 
higher correctness when responding and solve the tasks 
more quickly. Furthermore, their movements in the vir-
tual environment were smoother, with fewer delays that 
were shorter than one second. The differences in correct-
ness between experts and laypersons varied between indi-
vidual tasks. The lowest accuracy was recorded in the third 
task, which was assessed as the most difficult by both lay-
persons and experts. These results are probably due to the 
terrain used in this task having the least roughness and the 
least variation in color range. The use of a green-to-brown 
color scale might also have influenced some users to make 
decisions according to color rather than perception of 3D 
terrain shapes; we assume that this could have happened 
in the first two tasks. In subsequent studies, it would be 
more appropriate to uniformly color the terrain or use an 
orthophoto as texture. This would also increase the eco-
logical validity of the results: stimuli would be more simi-
lar, for example, to an application like Google Earth. The 
vertical scale (Z factor) of terrain in the test was twice the 
actual altitude.

It is obvious that there is a learning effect when the results 
of each test type (selection of an object at the highest al-
titude and identification of visible objects from the top of 
a mountain) are examined. In the first tasks of each type 

(the first and third tasks overall), we recorded statistical-
ly significant differences between users in response time 
and the number of delays. In the second tasks of each type 
(second and fourth tasks), these differences were less evi-
dent. Differences in the correctness between tasks were af-
fected by the first two tasks having only one possible cor-
rect answer, while in the third and fourth tasks multiple 
answers were possible.

We derived a number of individual metrics and visualiza-
tions to represent aspects of user interactions. While some 
differences or dependencies appear to be obvious (such as 
the correlation between the time a user took to solve a task 
and the distance they traveled), others need to be further 
explored and analyzed in the context of future experi-
ments, such as how the correctness of responses depends 
on the sequence of virtual movement types. It is also pos-
sible to design and use other visualization methods, such 
as a graph showing changes in height of the virtual camera 
as the task is performed, or one indicating how distance 
changes between points of interest and the virtual camera.

CO N C L U S I O N S
The 3DmoveR software we developed was success-
fully validated through a usability test involving interac-
tive 3D maps. To summarize, the application has the fol-
lowing major advantages:

• It is based on freely available web technologies.

• It is freely available under a BSD (Berkeley Software 
Distribution) license.

• Usability testing in 3DmoveR does not require in-
stalling any special software.

• It is easily modifiable for different 3D scene contents 
(terrain, buildings, textures, etc.), control positions, 

Video 2. Click to see a demonstration of interactive and 
static methods for analyzing user data.

https://youtu.be/RIdxGcLTWX8
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and many other variables. It may also be modified for 
use in other fields or applications.

• It is versatile, recording data that can easily be used 
to calculate efficiency, effectiveness, and other aspects 
of usability or individual strategies. It collects both 
quantitative and qualitative data and can be combined 
with other usability research methods.

• 3DmoveR’s recordings of user strategies offer re-
searchers new ways to explore usability and other user 
aspects of interactive 3D maps and 3D visualizations 
generally.

• It is extensible: the 3DmoveR approach can be 
combined with eye-tracking (Herman, Popelka and 
Hejlova, 2017), touch screens (Herman et al., 2016), 
Oculus Rift and Google Cardboard (X3DOM 2018), 
other JS libraries (e.g., jsPsych, Webgazer.js), or 
with complex web tools for usability testing such as 
Hypothesis (Šašinka, Morong, and Stachoň, 2017).

The English version of the main experiment is available 
at: olli.wz.cz/webtest/3dmover/test_eng_cp, as well as a 
demo version with different types of stimuli (olli.wz.cz/
webtest/3dmover/demo_eng_cp).

We tested the capabilities of 3DmoveR in pilot tests and 
then fully applied its possibilities in the main experiment 
to compare the performance of two user groups (layper-
sons and experts). In contrast to the classic approach of 
map user studies (which use static 3D maps as stimuli and 
analyze efficiency, effectiveness or satisfaction only), fig-
ures calculated from the data recorded in 3DmoveR were 
used for this comparison. Our hypothesis that experienced 
users would achieve better results than laypersons when 
working with interactive 3D maps was confirmed. They 
achieved higher accuracy when responding and solved 
tasks more quickly. Their movement in virtual environ-
ments was quicker and smoother, as indicated in the sta-
tistical testing of calculated delays.

Additionally, we explored a number of options for analyz-
ing user strategies with different visualization and analyt-
ical methods (e.g., visualization of trajectories, Gridded 
AOI, sequence chart, ScanGraph). Further data-driven 
experiments will expand our knowledge in the usability 
and cognitive aspects of 3D visualization, and help explain 
at least some of the theoretical background of 3D carto-
graphic visualization. Testing tools such as 3DmoveR, 
which permit detailed user interaction analysis, will help 
make that possible.
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A P P E N D I X  1

PI LOT TEST 1

A relatively homogenous group of participants with 
previous 3D spatial visualization experience was cho-
sen for the pilot study. Participants were students at the 
Department of Geography at Masaryk University. All 
participants had obtained at least a Bachelor’s degree in 
cartography and all of them had participated in the course 
“3D Visualization in Cartography” at the time of testing. 
All participants were tested simultaneously (in a computer 
room with an appropriate number of computers) to control 
experimental conditions across participants.

All participants successfully completed the first pilot test. 
The paper questionnaire that followed was used to identify 
possible bugs or errors in the 3DmoveR proof-of-concept 

version. Most participants did not indicate that they no-
ticed any failures or bugs. Two participants highlight-
ed collisions with the terrain as a possible problem when 
moving virtually through 3D space. One participant had 
problems with zooming speed during a task. 

The second stage of development saw two major changes. 
The CSV file structure was modified, because it was also 
necessary to store the end of an individual action (time, 
position, and virtual camera orientation) for precise anal-
yses of virtual movements. Besides CSV files with de-
tailed movement records, other CSV files containing user 
responses (effectiveness) and speed (efficiency) were also 
stored for each task.

Participants Relatively experienced participants in terms of 3D visualization

Number 14 (9 male, 5 female)

Average Age 24 years

Experience with 3D Work with 3D models, 3D visualizations, or 3D maps: occasionally (7) or regularly (7) 

Stimuli DTM scenes created from SRTM

Tasks 5 tasks solved with the 3D scene, and 1 afterwards without the 3D scene

With interactive 3D scene

1. Search for an object (blue cube) in the terrain

2. Select which of two objects is at the highest altitude

3. Determine which of four objects are visible from the top of the mountain

4. Select which of four objects is at the lowest altitude

5. Count the given objects (grey cubes) in the terrain 

Without 3D scene 6. Remember objects from the terrain (from task 5)

Additional questionnaires

Introductory: demographic data and previous experience

Conclusion (paper form): subjective evaluation of task difficulty, as well as reporting possible bugs 
and errors in 3DmoveR

Table 1. Design of and participants in Pilot Test 1
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PI LOT TEST 2

Eleven attendees of the “European Researcher’s Night” 
event participated in the second experiment. Testing 
took place on one afternoon and evening on a single PC. 
Equivalent experimental conditions existed for all partic-
ipants, including all environmental aspects. Participants 
were rewarded with small gifts at the end of testing.

For the second pilot test, and to examine the user friend-
liness of 3DmoveR, the general public was involved. We 
assumed that users who had less experience with interac-
tive 3D maps would have more problems with controlling 
the application. Participants were monitored by direct ob-
servation; after the test, they were asked about potential 

problems, bugs, or errors. No problems were reported, and 
all participants completed the second pilot test. The data 
obtained in the second pilot test were used for design-
ing and verifying processing procedures, evaluation, and 
visualization methods. For example, the CSV file struc-
ture was reviewed and the size of these files was evaluat-
ed. Their size depends on response time and the intensi-
ty of interaction (e.g., about 30 seconds of response time 
corresponds to 560 rows and an 83 kB file size; 1 minute 
of response time corresponds to 1600 rows and 235 kB). 
Herman and Stachoň (2016) present preliminary results of 
this stage.

Figure 6. Terrain models used as stimuli in Pilot Test 1.

Training Task

Task 2

Task 4

Task 1

Task 3

Task 5
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Participants General public

Number 11 (8 male, 3 female)

Average Age 23 years

Experience with 3D Work with 3D models, 3D visualizations, or 3D maps: never (5), rarely (3), or occasionally (3)

Stimuli DTM scenes created from SRTM

Tasks 4 tasks solved with 3D scenes

With interactive 3D scene

1. Select which of four objects is at the highest altitude (scene 1)

2. Select which of four objects is at the highest altitude (scene 2)

3. Determine which of four objects are visible from top of the mountain (scene 3)

3. Determine which of four objects are visible from top of the mountain (scene 4)

Without 3D scene None

Additional questionnaires
Introductory: demographic data and previous experience

Conclusion: subjective evaluation of task difficulty

Table 2. Design of and participants in Pilot Test 2. Task 3 from Pilot Test 1 and Task 3 from Pilot Test 2 were the same. The same terrain 
and distribution of objects were used.

Training Task Task 2Task 1

Task 3 Task 4

Figure 7. Terrain models used as stimuli in Pilot Test 2.
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A P P E N D I X  2

Testing Scene 1

Description of 3D scene Set of geometric shapes with different colors

Mode of movement used Examine

Number of HTML files and their total size 1, 12.88 kB

Number of X3D files and their total size 1, 491.520 kB

Total number of data files and their size 2, 503.808 kB

Performance 

over different numbers of simultaneous requests overall statistics

mean 28.2 ms

stdv 4.8 ms

maximum 45.0 ms

Q3 29.8 ms

median 27.0 ms

Q1 26.0 ms

minimum 20.0 ms
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Testing Scene 2

Description of 3D scene Textured 3D model of terrain with four cones

Mode of movement used Turntable

Number of HTML files and their total size 1, 8.606 kB

Number of X3D files and their total size 1, 4444.160 kB

Number of texture files (JPEG) and their total size 9, 417.792 kB

Total number of data files and their size 11, 4870.558 kB

Performance 

over different numbers of simultaneous requests overall statistics

mean 27.9 ms

stdv 6.5 ms

maximum 71.0 ms

Q3 28.0 ms

median 26.0 ms

Q1 25.0 ms

minimum 20.0 ms



Cartographic Perspectives, Number 90, 2018 The Design and Testing of 3DmoveR – Herman et al. | 56 

Testing Scene 3

Description of 3D scene
Textured 3D model of terrain and an 
interactive volume visualization of a storm 
cloud

Mode of movement used Turntable

Number of HTML files and their total size 1, 1208.320 kB

Number of texture files (JPEG) and their total size 1, 2260.992 kB

Number of raster (PNG) files for volume 
visualization and their total size 1, 831.488 kB

Total number of data files and their size 3, 4300.800 kB

Performance 

over different numbers of simultaneous requests overall statistics

mean 25.9 ms

stdv 7.7 ms

maximum 75.0 ms

Q3 26.0 ms

median 25.0 ms

Q1 23.0 ms

minimum 17.0 ms
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Testing Scene 4

Description of 3D scene 3D model of a classroom interior 

Mode of movement used Look around

Number of HTML files and their total size 1, 8.192 kB

Number of binary (BIN) files and their total size 12, 5730.300 kB

Total number of data files and their size 13, 5738.500 kB

Performance 

over different numbers of simultaneous requests overall statistics

mean 27.7 ms

stdv 9.1 ms

maximum 78.0 ms

Q3 28.0 ms

median 27.0 ms

Q1 23.0 ms

minimum 20.0 ms
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Testing Scene 5

Description of 3D scene Textured 3D model: one block of buildings

Mode of movement used Fly

Number of HTML files and their total size 1, 8.192 kB

Number of X3D files and their total size 1, 5853.184 kB

Number of texture files (JPEG) and their total size 57, 376.832 kB

Total number of data files and their size 59, 6238.208 kB

Performance 

over different numbers of simultaneous requests overall statistics

mean 24.8 ms

stdv 6.7 ms

maximum 71.0 ms

Q3 26.0 ms

median 24.0 ms

Q1 21,0 ms

minimum 18.0 ms
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Video 3. Click to view a video of 3DmoveR testing scenes.

https://youtu.be/sppKJUUKnZU
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A P P E N D I X  3

Task 1: Select Which of Four Objects is at the Highest Altitude

experts non-experts comparison

mean stdv median Q1 Q3 mean stdv median Q1 Q3 U p

response time [s] 22.52 14.73 17.85 9.77 27.35 37.67 24.01 32.05 24.85 43.06 98.0 0.006

length of virtual trajectory [km] 387616.03 322235.59 299815.14 139279.51 530053.75 560245.23 418977.75 428946.70 354801.32 593470.68 138.5 0.099

average speed [km/s] 17760.87 11774.18 14704.03 10099.10 19941.57 14258.18 5661.79 14236.87 10944.27 16516.73 180.5 0.607

total rotation [°]

center 
angle of the 
orthodrome

20590.15 15083.81 16862.88 11243.96 28265.65 25613.07 18889.77 24410.70 15513.59 31732.98 164.5 0.344

horizontal 
(yaw) 1293.70 2346.06 689.78 393.52 1227.54 1021.89 967.94 902.60 398.53 1129.68 184.5 0.685

vertical 
(pitch) 907.10 766.48 725.20 339.17 1224.98 1138.16 860.32 1020.01 891.10 1177.31 151.5 0.194

average height of virtual camera 
[m] 12132.73 4417.07 11521.61 8550.99 13614.47 12780.00 5608.70 10530.49 9366.25 15163.89 191.5 0.829

total duration of 
individual types of 
movement [s]

rotation 12.81 10.99 8.54 5.63 16.40 20.98 17.79 15.61 12.60 19.47 100.0 0.020

pan 0.59 0.96 0.00 0.00 0.74 1.74 1.92 1.56 0.00 2.54 119.0 0.029

zoom 1.98 2.32 1.40 0.00 2.59 3.70 3.13 3.16 2.17 4.45 109.0 0.014

without 
movement 7.78 3.61 7.79 4.64 9.83 12.30 6.98 10.64 7.96 14.88 108.0 0.013

proportion of 
individual types of 
movement [%]

rotation 47.45 19.24 48.96 32.74 56.06 49.05 17.32 50.72 41.99 57.23 181.5 0.626

pan 1.93 2.86 0.00 0.00 3.23 3.99 4.17 3.65 0.00 6.17 137.0 0.091

zoom 7.89 6.78 7.36 0.00 12.86 11.15 8.75 9.28 3.88 17.50 156.0 0.239

without 
movement 42.73 19.76 40.69 32.37 50.95 25.52 14.49 22.08 16.51 30.88 88.0 0.003

number of delays

total 8.15 6.98 5.50 3.00 10.00 12.70 7.27 13.00 7.50 15.00 114.0 0.021

one second 
and shorter 2.10 0.70 2.00 2.00 2.00 2.90 1.22 3.00 2.00 4.00 117.5 0.027

longer than 
one second 6.05 6.89 3.00 1.00 8.00 9.80 6.73 10.00 4.75 13.25 124.5 0.042
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Task 2: Select Which of Four Objects is at the Highest Altitude

experts non-experts comparison

mean stdv median Q1 Q3 mean stdv median Q1 Q3 U p

response time [s] 20.87 10.55 19.36 12.23 27.58 25.43 14.24 21.71 12.06 39.05 171.0 0.441

length of virtual trajectory [km] 362954.02 232890.30 321146.73 199083.43 456054.47 489037.00 293266.46 526463.87 223026.42 616597.70 138.0 0.096

average speed [km/s] 18012.30 7216.45 16322.07 13286.54 22122.81 19569.11 8564.95 20333.09 14154.65 24498.59 172.0 0.457

total rotation [°]

center 
angle of the 
orthodrome

20225.25 14338.46 16409.95 8906.98 28143.82 20361.39 12048.13 17871.38 12868.62 22991.00 183.0 0.655

horizontal 
(yaw) 963.68 832.77 748.31 292.62 1368.50 728.16 441.26 640.48 395.85 1165.62 187.0 0.735

vertical 
(pitch) 815.77 683.80 642.01 371.18 1103.82 840.83 528.49 692.91 489.69 1070.32 177.0 0.543

average height of virtual camera 
[m] 10965.02 4677.33 8872.61 7465.60 13553.58 11997.05 5574.37 9789.85 7512.81 16585.37 183.0 0.655

total duration of 
individual types of 
movement [s]

rotation 11.51 8.31 7.68 5.76 14.99 14.58 8.82 12.35 8.29 19.28 147.0 0.156

pan 0.50 0.83 0.00 0.00 0.64 1.24 2.33 0.00 0.00 1.30 173.5 0.482

zoom 2.25 2.64 1.23 0.00 3.75 2.31 2.47 1.66 0.00 4.08 200.0 1.000

without 
movement 6.62 2.94 6.77 4.34 8.12 7.30 4.04 6.60 4.24 9.32 189.5 0.787

proportion of 
individual types of 
movement [%]

rotation 51.92 18.50 56.33 34.67 63.03 57.38 17.23 59.29 51.56 68.59 160.0 0.285

pan 1.95 3.52 0.00 0.00 2.53 3.47 5.69 0.00 0.00 5.04 173.5 0.482

zoom 10.01 9.28 6.68 0.00 18.21 7.22 7.81 5.03 0.00 11.36 171.0 0.441

without 
movement 36.12 14.12 36.18 25.70 42.86 31.93 17.52 29.49 21.44 33.77 138.0 0.096

number of delays

total 7.55 4.82 5.50 4.00 10.00 8.85 5.72 7.50 3.00 15.00 180.0 0.598

one second 
and shorter 2.10 0.89 2.00 2.00 2.00 2.35 1.31 2.00 1.00 3.00 179.0 0.579

longer than 
one second 5.45 4.52 3.50 2.00 8.00 6.50 4.95 5.50 2.00 12.00 188.5 0.766
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Task 3: Determine Which of Four Objects Are Visible from the Top of the Mountain

experts non-experts comparison

mean stdv median Q1 Q3 mean stdv median Q1 Q3 U p

response time [s] 44.49 38.50 27.20 21.93 48.13 67.52 34.15 60.33 42.32 86.61 96.0 0.005

length of virtual trajectory [km] 365398.15 294464.69 267754.47 187271.72 389153.53 524523.76 317438.31 501026.37 312901.81 646641.01 118.0 0.027

average speed [km/s] 9521.36 4908.81 7567.68 6529.95 9736.52 7921.79 3846.91 8075.16 4949.50 11574.79 179.0 0.570

total rotation [°]

center 
angle of the 
orthodrome

27448.73 22687.70 16779.82 13253.43 28914.73 34994.78 21467.64 28278.26 21644.91 41481.30 131.0 0.062

horizontal 
(yaw) 1784.36 3213.32 919.61 735.11 1552.51 3760.95 6188.15 1562.56 764.85 4085.47 142.0 0.117

vertical 
(pitch) 1385.72 2033.63 788.75 439.59 1189.61 3175.64 6713.97 1207.62 679.76 2987.33 148.0 0.160

average height of virtual camera 
[m] 6742.18 2200.53 6168.14 5480.06 7640.49 6606.59 2916.03 5783.09 4948.63 6950.52 175.0 0.499

total duration of 
individual types of 
movement [s]

rotation 17.05 11.17 13.71 10.58 19.25 23.75 10.71 22.95 17.78 29.95 114.0 0.020

pan 3.60 4.16 1.77 0.00 5.37 5.58 5.09 4.83 0.00 9.68 162.0 0.310

zoom 9.59 14.17 3.09 1.65 14.12 17.80 15.65 13.19 4.68 26.69 127.0 0.050

without 
movement 14.26 10.72 11.61 7.38 14.81 20.40 9.87 18.75 14.01 24.55 109.0 0.014

proportion of 
individual types of 
movement [%]

rotation 44.32 13.95 43.52 32.46 54.04 37.57 16.70 35.23 28.72 44.48 153.0 0.208

pan 6.46 5.71 6.77 0.00 11.19 8.13 8.31 7.23 0.00 11.28 187.0 0.735

zoom 14.95 11.46 11.86 5.37 23.91 21.54 13.06 24.04 11.74 29.60 139.0 0.102

without 
movement 34.27 6.44 34.78 29.91 36.80 32.77 16.73 27.71 26.04 35.29 136.0 0.086

number of delays

total 16.15 12.85 11.50 9.50 21.75 28.25 20.26 28.00 10.25 34.25 126.0 0.045

one second 
and shorter 3.40 2.11 3.00 2.00 4.00 3.95 2.38 3.00 2.75 5.00 130.0 0.060

longer than 
one second 12.75 11.32 8.00 6.75 15.50 24.30 19.36 25.00 7.00 30.25 164.5 0.337
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Task 4: Determine Which of Four Objects Are Visible from the Top of the Mountain

experts non-experts comparison

mean stdv median Q1 Q3 mean stdv median Q1 Q3 U p

response time [s] 24.23 11.30 22.38 14.57 28.01 37.26 23.72 29.04 22.31 43.63 132.0 0.068

length of virtual trajectory [km] 432882.50 201879.71 431519.76 303970.42 497045.34 608652.16 353636.54 568537.13 408162.35 708239.24 122.0 0.036

average speed [km/s] 20961.34 11681.90 17669.57 11704.23 24735.09 18653.08 10211.66 15855.65 12539.40 22450.48 192.0 0.839

total rotation [°]

center 
angle of the 
orthodrome

24860.48 10417.11 23453.87 18713.07 28273.48 32330.64 17017.83 28764.02 20428.52 40418.34 140.0 0.108

horizontal 
(yaw) 1628.39 1849.11 888.70 528.92 1487.33 2435.74 2731.97 1138.63 688.96 2720.21 160.0 0.285

vertical 
(pitch) 1204.74 701.64 957.30 784.12 1407.87 1526.16 1113.99 1155.74 794.95 1875.01 169.0 0.409

average height of virtual camera 
[m] 10853.51 2115.60 9927.47 9032.31 12577.84 13417.67 5906.54 11992.20 9315.54 16691.45 160.0 0.285

total duration of 
individual types of 
movement [s]

rotation 8.72 5.62 7.07 5.54 8.48 13.01 7.64 11.56 7.62 17.33 117.0 0.026

pan 1.17 1.19 0.92 0.00 2.17 2.74 3.36 2.22 0.00 4.09 153.0 0.208

zoom 5.06 4.59 4.06 1.78 6.03 8.30 9.76 3.94 2.27 10.89 185.0 0.695

without 
movement 9.28 3.55 8.65 6.71 10.93 13.22 7.84 10.78 8.79 16.59 137.0 0.091

proportion of 
individual types of 
movement [%]

rotation 36.85 13.43 34.90 29.44 48.08 37.78 16.52 33.45 28.57 48.08 193.0 0.860

pan 4.48 4.28 5.09 0.00 6.92 6.22 6.02 5.64 0.00 10.59 169.0 0.409

zoom 17.85 12.76 17.83 9.92 22.46 17.28 11.51 15.01 7.62 26.98 195.0 0.903

without 
movement 40.82 9.22 40.11 36.29 46.56 38.72 16.57 35.14 29.96 39.68 145.0 0.140

number of delays

total 12.85 5.29 12.00 9.50 17.25 19.55 13.49 18.00 10.00 25.00 141.5 0.117

one second 
and shorter 2.35 1.42 2.00 2.00 2.00 3.20 2.73 2.00 1.75 4.00 141.5 0.116

longer than 
one second 10.50 4.81 10.50 7.50 13.00 16.35 11.61 15.50 5.50 21.50 169.5 0.417


