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Abstract— This paper presents an immersive virtual reality
environment that can be used to develop collaborative educa-
tional applications. Multiple users can collaborate within the
virtual shared space and communicate with each other through
voice. To asses the feasibility of the collaborative environment
a novel case-study concerned the education of a geography
was developed and evaluated. The geovisualization experiment
scenario explores the possibility of learning geography in a
collaborative virtual environment. A user-study with 30 partic-
ipants was performed. Participants evaluated and commented
on the usability and interaction methods used within the virtual
environment.

I. INTRODUCTION

Multi-user virtual environments are places, where users
can meet and collaborate, play or just relax. It is commonly
used in entertainment. From MUDs (multi-user dungeons)
with a few players to MMOs (massive multiplayer on-
line) with thousands of active players [1], multi-user non-
immersive virtual environments aren’t a new thing. Now,
first commercial digital games with multiplayer in immersive
virtual reality (or VR for short) are appearing.

In 2016, commercially available headsets for immersive
VR from multiple manufacturers emerged on the market,
which could mean a next step in the evolution of multi-
user virtual worlds. Among other things, VR is also getting
cheaper and even smartphones start to support VR in some
form. This helps significantly with the popularization of VR.

Another area that explores possibilities of VR is education.
Lifelige' for example is a store of hundreds of study mate-
rials for elementary schools possible to examine not only
in VR, but also in the augmented reality (AR). However it
currently supports only single user. Multi-user education in
VR could open new possibilities of distance education [2].

The rest of the paper is structured as follows. Section II
describes related work focused mainly on the collaboration in
the virtual environments from different point of views (com-
munication, interaction or games to name a few). Section
IIT describes the implementation methods used to develop
the environment, network features and controls. Section IV
explains the design of the task used in the experiment. It also
contains a brief description of participants, who took part in
the experiment. In the fifth section are shown observations
from the testing and feedback provided by participants. The
last section provides conclusions and future work.
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II. RELATED WORK

Collaborative Virtual Environments (CVEs) can be under-
stood as virtual worlds shared by users through a computer
network [3]. CVEs have different application domains rang-
ing from health-care ([4], [5]) to education ([6], [7], [8], [2]).

Users are able to interact with objects within the CVE.
They are able to see other users interacting thanks to the
avatar visualization. We used simplified avatars in our sys-
tem, but more complex avatars, possibly with incorporated
eye-gaze [9] using eye-tracking technologies to provide
stronger sense of immersion, are considered for further
research.

For the field of education VR can play a huge role. In
the research of Papachristos et al. for example is explored
use of the virtual world in education with the game Second
Life as a virtual classroom [7]. Their study discovered
“students’ experiences from the educational activities and
their attitudes toward the virtual environment were positive
and not affected by the design of the educational setting.”
This is a cue to explore the virtual education even further
using the immersive head-mounted displays for VR.

In the past, collaborative virtual environments lacked the
non-verbal communication cues [2]. Thanks to the user’s
avatar visualization however, it is possible to communicate
non-verbally to some extent. During the design of the CVE
system, forms of a non-verbal communication were consid-
ered and, if possible, incorporated.

Collaboration is also an area of interest of Billinghurst et
al., who experimented with collaborative mixed reality [10]
and collaborative augmented reality [11]. In both cases
they experimented with different techniques of computer
supported collaborative work with the face-to-face commu-
nication (Fig. 1). Face-to-face communication is however not
possible in VR. The user wears a head-mounted display and
his face is covered. The face-to-face communication thus has
to be substituted with avatars.

Important problem to consider in the immersive VR is
so called motion sickness. Potel described the motion sick-
nesses as follows: “The most broadly accepted theory, called
sensory conflict theory or cue conflict theory, holds that
inconsistent sensory information about body orientation and
motion causes the ill effects. Motion is detected by the semi-
circular vestibular canals of the inner ear, which measure tilt
and acceleration in six directions (roll, pitch, and yaw each in
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Fig. 1. Mixed reality [10] (left) and augmented reality [11] (right)
videoconferencing.

two directions). Body orientation is usually detected visually,
but also by the internal muscular sensation of gravity’s pull
on the body.” [12]

The problem with motion sickness should be consid-
ered during the design of any VR application. Currently
known solutions, which help to avoid motion sickness are
for example teleportation [13], tunneling VR locomotion
technique [14] or walking—in—place paradigm [15]. In case of
the teleportation and tunneling techniques, the user gets a feel
that he’s staying in one place. The walk—in—place paradigm
requires additional motion of the body, that invokes the feel
of walking.

III. COLLABORATIVE VIRTUAL ENVIRONMENT

We developed a generic immersive virtual environment
for multiple users. In this section we describe the imple-
mentation of the system and its components. In general,
the core allows multiple users with VR HMD to share the
same virtual environment. Within that environment, they
can interact with objects and the user interface and these
interactions are synchronized over the network. They can
also move around by walking within the calibrated area or
by using the teleportation to reach further distances. The
users can see each other in the form of a simplified avatar.
The overview of the whole system design can be seen on the
Fig. 2.

The core of the system is based on the Unity game engine
with the use of SteamVR Toolkit. It uses a client-server
model for networking. Communication between clients is
achieved by sending commands to the server, which then
sends Remote Procedure Call (RPC) messages to all clients
(Fig. 3). Such messages could be for example to change the
rendering from the satellite to political map and vice versa.

On top of the core, we designed a case-study examining
use of the system for geovisualization.

To allow users to see each other, it was necessary to
add an avatar. Initially, the player was visualized simply
as a capsule in space with floating controllers. This was
enough to determine the user’s location, but not the direction
they are looking at. For that reason, model of the head-
mounted display was added. Therefore other users were able
to determine direction the user is looking at (Fig. 4).

Our system supports two types of users. One user has
higher privileges above the others. That allows him to
see objects that are hidden to others and thus control the
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Fig. 2. System design overview.
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Fig. 4. Other user’s avatar within the same virtual environment.
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environment. The role with higher privileges could be used
by the teacher and the latter role by students.

Emphasis was put into the simplicity of the interaction.
The aim was to make it generic for later use in further
experiments, yet intuitive enough so the explanation of the
controls doesn’t take take too much time. The controls was
designed for the controller of the HTC Vive headset. Due
to the limited number of buttons and bad perception of the
“grip” button on the side of the controller, following controls
was implemented. Touchpad is used as a selector for actions
performed by the “trigger” button. Commonly used actions
are teleportation for reaching further distance and object
grabbing. Additional actions, like using held objects or laser
pointer were implemented to add for future experiments (Fig.
5).

Use

Fig. 5. Controller interaction selector with teleport currently selected.

IV. METHODOLOGY

This section contains description of the design of the
geovisualization scenario with an overview of the experiment
procedure and its participants.

Fig. 6. Grabbable sticker.

A. Tutorial

The experiment starts with the tutorial scenario, where
the participant familiarizes with all the necessary controls
required in the following scenario. These interactions are
navigation in the virtual environment via walking or by
teleportation and grabbing the virtual object.

B. Geovisualization

The scenario tests the usability of collaborative virtual
environment in geovisualization with the goal to teach geog-
raphy. Participants were instructed to grab stickers and put
them on the map (Fig. 6). The experimenter on top of that
can change the environment. He can toggle between flat and

3D world map (Fig. 7), change the type of map to visualize
states and evaluate answers.

Participants in the role of a students performed the fol-
lowing task. The student places stickers with a geographical
location on the map. There are four parts, where each
part focuses on different geographical targets. These groups
consist of states, islands, oceans and mountains. After putting
stickers on the desired spot, the experimenter in the role of
teacher evaluated results by pressing the appropriate button.
Then, results were revealed to both the teacher and the
student. After that, the teacher had an opportunity to give
additional comments to the results and teach the student
correct answers in case of a mistake.

Fig. 7.

Map in 2D (left) and 3D (right) mode.

C. Farticipants and procedure

The testing was performed in two separate rooms due
to safety reasons. Voice communication was ensured by
the Skype application. Thanks to the microphone built in
the VR headset and connected headphones, the voice was
loud and clear. Interaction itself happened within the virtual
environment, where users could see each other’s avatars.

Participants were wearing the VR headset and the pair of
controllers to interact in the virtual environment. They could
move freely in an area of four by four meters.

We have conducted the user study with 30 participants
consisting of 15 males and 15 females in the age between
18 to 33. All use computers on a daily basis. Some of them
had a little experience with VR, mostly in a passive way
without too much of an interaction.

D. Data Collection

Qualitative data were gathered from each participant after
the experiment. Questions topics consisted of the reactions of
the system, ease of learning, interface capabilities and open
comments.

V. RESULTS

In this section, we summarize remarks of the user’s be-
havior and interactions, that the experimenter noticed during
the experiment, and also feedback from participants.

A. Observations

Most of the participants enjoyed the experience, especially
if this was their first try of the immersive virtual environment.
They mostly learned the controls for the first time without
the need of repeated explaining. They quickly adapted to
the movement with the teleportation. The participants were
usually amazed, when the map of the world switched from
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2D to 3D (Fig. 7). It was also possible to read other user’s
body language to a little extent, thanks to the visibility of
controllers and head orientation. When the participants were
thinking of their answers, they tended to cross their hands
(controllers swapped from left to right and vice versa and
folded to the “body”) and they kept staying on one place
without teleportation. This might be an interesting topic of
some future research and development of this application.
Adding at least upper humanoid body might help to visualize
body language more precisely.

B. Feedback

Participants responded in positive ways. One of the typical
answers is as follows: “Very intuitive controls, at least
for someone who has experience with videogames, but
has never experienced VR before. Items, and interactivity
in general, are well done, manipulating with items seems
natural. Overall this is a wonderful application held back
by the hardware uses. Display resolution and mostly cables
somewhat disturb the immersion”. Some participants pointed
out, that it took them a while to figure out, that they can use
the two controllers separately for two different interactions,
e.g. grabbing with one hand and teleporting with the other
hand. Here is one of the answers mentioning this issue: “It
took me some time to figure out that I can use my left hand
as well — with both hands it was much easier and more fun.
At the beginning, it was difficult to switch the functions.”
On the other hand, they liked the teleporting feature, which
made the experience more game-like.

VI. CONCLUSION AND FUTURE WORK

This paper presented a generic collaborative virtual en-
vironment. A tutorial and a geovisualization scenario was
implemented to evaluate its feasibility. 30 participants took
part into the experiment and results were used to confirm
the usability of the generic collaborative virtual environment
in teaching geography. The follow-up research could explore
additional methods of learning by using immersive collabo-
rative virtual environment. It could also focus on differences
in using simplified avatars compared to humanoid avatars.
Finally, the shared VR environment will be used for cultural
heritage.
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